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Motivation

• Paralinguistic cues such as identity, gender, perceptual age, 

etc. can be perceived from the utterances of people.

• Such info. can be used in computer recommendation 

systems and in human-computer interaction.



Problem Description

• Given voice samples of speakers, efficiently classify them on 

the basis of their age and gender

• Sub-Problems - 

1. Extract appropriate features which can be used to distinguish 

between age-groups and genders

2. Make suitable system of multiple classifiers for efficient 

classification



Outline of the Approach

• Long Term Features (LTF) and Short Term Features (STF) 

have been extracted from voice samples.

• STFs have also been dimensionally reduced using Weighted 

Supervised Non-negative Matrix Factorization (WSNMF).

• Feature vectors have been fed to SVMs and Regressors to 

get the final age and gender estimate of the speaker.



Feature Extraction

Long Term Features

•  Pitch (using ACF) and the first three formants (using Burg’s 

Algorithm) were extracted.

•  The LTF feature vector then consists of the mean, max., 

min., difference, and std. deviation across estimates of the 

pitch and the 3 formants.



Feature Extraction

Short Term Features

• 12 MFCCs were extracted for all the utterances. 

• Each MFCC set was used to train a 128-mixture GMM model 

with MAP adaptation applied to constantly update the 

means and weights per new instance of MFCC set. 

• The means obtained for each of the gaussians were then 

combined to form a 12 coefficients X 128 mixture i.e. 1536 

dimensional supervector.



Weighted Supervised Non-negative 
Matrix Factorization

• NMF is used to factorize a non-negative matrix V into two 

lower dimensional non-negative matrices W and H.

• These matrices can be found by minimizing the Kullbeck-

Liebler distance.

• The STF supervector (dim. = 1536) can be dimensionally 

reduced using WSNMF to find H (dim. = 800) and hence dim. 

of the input space for training can be reduced.



Corpus and Classification

Open Speech Data Corpus of the German speaker is used for 

training and testing of the system. It consists of 5 voice sample 

of each 874 german speaker. These speakers are evenly 

distributed among all the age classes and gender.



Classification Design



Performance Evaluation

Different Classifiers Accuracy(%)
SVM1 65.0

SVM2 69.7

SVM1 and SVM2 combined 70.45

SVM1, SVM2 and SVM3 combined 73.5

SVM2 and WSNMF 75.8

SVM1,SVM2,SVM3 and WSNMF 79.5



Conclusion

• Pitch and formant information in the form of Long term 

features(Mean, standard deviation etc.) and the 12 Mel-

Frequency Cepstral coefficients in the form of means of 128 

mixture Gaussian mixture model(STF-SPV) has been used to 

train a classification model.

• An accuracy of about 73.5% is achievable under this 

framework for 6 class classification.

• Compression technique (WSNMF)  on the 1536 dimensional 

short term feature supervector(STF-SPV) to dim. 800 vector 

leads to increase in the prediction accuracy from 73.5% to 

79.5% .



Future work

• A limitation of this project is unavailabilty of large and 

properly labelled training data. thus the results need to be 

verified on larger datasets to get the exact estimate of 

achievable accuracy.

• Further, the results of the project indicate that use of 

compression techniques specifically WSNMF can lead to 

increase in the prediction accuracy and hence this needs to 

be explored further.
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